Tracking the Time Course of Competition During Word Production: Evidence for a Post-Retrieval Mechanism of Conflict Resolution
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Producing a word is often complicated by the fact that there are other words that share meaning with the intended word. The competition between words that arises in such a situation is a well-known phenomenon in the word production literature. An ongoing debate in a number of research domains has concerned the question of how competition between words is resolved. Here, we contributed to the debate by presenting evidence that indicates that resolving competition during word production involves a postretrieval mechanism of conflict resolution. Specifically, we tracked the time course of competition during word production using electroencephalography. In the experiment, participants named pictures in contexts that varied in the strength of competition. The electrophysiological data show that competition is associated with a late, frontally distributed component that arises between 500 and 750 ms after picture presentation. These data are interpreted in terms of a model of word production that relies on a mechanism of cognitive control.
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Introduction

The production of words is one of the most remarkable aspects of the human ability to produce speech. Producing a word is often influenced by competition from other words that are similar in meaning. The occurrence of speech errors such as, for example, saying “dog” when the intended word was “cat,” have been taken by researchers as evidence for the existence of competition between words (e.g., Dell 1986). (There exists different uses of the term "competition" in the language production literature. In one use of the term, competition reflects the general situation where more than a single word is considered during word production. In another more restricted use, competition refers to specific assumptions about a mechanism of word selection (e.g., Roelofs 1992). We will use the word competition in its general sense. See also Janssen (2013) for further discussion.) The presence of competition between words raises important questions about how speakers are able to maintain fluent and error-free speech. Researchers have proposed that the efficient production of speech depends in part on a cognitive mechanism whose job it is to resolve competition between words. However, although researchers in general agree about the existence of such a mechanism, the exact details about how competition is resolved during word production remains poorly understood. Here, we show that electrophysiological evidence clarifies how the resolution of competition during word production is achieved.

Current cognitive models of language production generally assume that the production of a word proceeds through at least three representational stages (e.g., Caramazza 1997). First, word production starts at a semantic stage where a to-be communicated message is constructed. This stage is followed by a word retrieval stage where the corresponding words are retrieved, and by a phonological encoding stage where the word’s motor program is built (e.g., Schriefers et al. 1990). Within this framework, models assume that the competition between words that arises during word production is resolved at the word production stage. How such competition is resolved is currently a matter of intense debate (see, e.g., Spalek et al. 2013, for a recent review), where some models assume that competition is resolved by evaluating the relative activation levels of words (e.g., Roelofs 1992; Abdel Rahman et al. 2009), and other models assume that competition is resolved by adjusting connection weights between semantic and word representations (Oppenheim et al. 2010). Here, we did not focus specifically on the nature of the mechanism by which competition is resolved. Rather, our main focus was on the point in time “when” competition is resolved during word production. Given the assumption in current cognitive models of language production that competition is resolved during the retrieval of words from memory, one might infer that the mechanism of competition resolution is associated with a relatively “early” stage of word production.

A different view on the time course of competition comes from models formulated within the tradition of research on cognitive control (e.g., Botvinick et al. 2001; Yeung et al. 2004; Badre 2008; Wiecki and Frank 2013). Cognitive control is a phenomenon that applies to a number of cognitive domains, among which word production. Models within this framework assume that the resolution of competition involves at least 2 components. First, there is a detection of competition and, second, the detection of competition may trigger a modulation of cognitive processing to prevent performance from deteriorating. In this framework, studies of word production have found that competition resolution is associated with networks of activity in the left frontal lobe (e.g., Thompson-Schill et al. 1997; Wagner et al. 2001; Schnur et al. 2006, 2009; Spalek and Thompson-Schill 2008; Snyder et al. 2010, 2011). For example, several studies have associated portions of the left inferior frontal lobe with word selection and controlled semantic retrieval (e.g., Wagner et al. 2001; Schnur et al. 2009; Snyder et al. 2011), and others have associated the anterior cingulate cortex with conflict detection (e.g., Botvinick et al. 2004). Given that frontal lobe activity arises late in the course of word production (e.g., Salmelin et al. 1994), one may assume that this frontal lobe activity related to competition does not reflect word retrieval directly, but reflects a postretrieval mechanism related to conflict resolution (e.g., Badre et al. 2005; Badre and Wagner 2007). In other words, according to these models, competition resolution should involve a “late” component that operates after the retrieval of words from memory.

In sum, there are two different views on the time course of competition during word production. One view assumes that
competition is resolved during the retrieval of words from memory and, hence, predicts that competition is associated with a relatively early stage of word production. In contrast, models proposed within the framework of cognitive control associate competition with a late component in word production. Here, we used the temporal precision of electroencephalography (EEG) to distinguish between these 2 proposals.

To track the time course of competition during word production, we exploited a pattern of results obtained in the semantic blocking task (e.g., Kroll and Stewart 1994). In our version of this task, participants named pictures presented in homogeneous sets where all the pictures shared meaning (e.g., dog, snake, fly), or in heterogeneous sets where pictures did not share meaning (e.g., dog, table, pen). In addition, participants did not name the pictures once, but repeatedly named the pictures in the 2 types of sets on consecutive “presentation cycles” (e.g., {dog, snake, fly}, {snake, fly, dog}, etc.). Crucially, previous studies have demonstrated that competition in this task arises on the second and subsequent presentation cycles. Specifically, on the later presentation cycles, naming latencies to pictures in the homogeneous sets are slower compared with the heterogeneous sets (Belke et al. 2005; Damian and Als 2005). On the first presentation cycle, latencies in the homogeneous sets are faster than in the heterogeneous sets (Abdel Rahman et al. 2007; Navarrete et al. 2012). This pattern of results in naming latencies has been interpreted as due to competition on later cycles, whereas no competition is present on the first cycle. Thus, the way the semantic context effect varies as a function of presentation cycle presents us with a unique opportunity to track the time course of competition during word production.

The effect of semantic context in the semantic blocking task has been used previously by 2 studies to track the time course of competition in word production (Maess et al. 2002; Aristei et al. 2011). These electrophysiological studies revealed that the effect of semantic context was associated with an early component (peaking after 150 and before 400 ms), suggesting that competition is resolved relatively early in the course of word production. However, these results are inconclusive for 2 reasons. First, the interpretation that this early effect reflects competition during word retrieval was challenged by a recent study of Janssen et al. (2011). In that study, the authors argued that the early effect of semantic context in the semantic blocking task reflects semantic processes, and not competition resolution. Second, the studies of Janssen et al. (2011), Aristei et al. (2011) and Maess et al. (2002) have not investigated the presence of late effects of semantic context. Specifically, these studies only investigated the EEG signal only at early time points, and simply did not examine the presence of semantic context effects late in the signal. Thus, the question of whether competition resolution involves a late component remains unknown.

Participants in our experiment named the pictures in the homogeneous and heterogeneous sets on 4 presentation cycles of the semantic blocking task. Given that naming latencies in the task are around 700 ms, we examined the EEG signal over a range of 1000 ms such that both early and late effects of semantic context could be detected. On the first presentation cycle where naming latencies have revealed facilitatory effects of semantic context, we expected a pattern of electrophysiological results that is usually associated with semantic facilitation effects: the N400 component. This component is thought to reflect the processing of semantic information in memory (e.g., Ganis et al. 1996; Janssen et al. 2011; Kutas and Federmeier 2011).

On subsequent presentation cycles where naming latencies have revealed inhibitory effects of semantic context (and hence competition), we expected a modulation of the N400 effect if the origin of this inhibitory effect of semantic context in naming latencies reflects the resolution of competition during an early word retrieval stage (e.g., Roelofs 1992; Abdel Rahman et al. 2009; Oppenheim et al. 2010). In contrast, we expected a late component on subsequent cycles if the locus of the inhibitory effect of semantic context reflects the resolution of competition by a late, postretrieval mechanism (e.g., Botvinick et al. 2001; Yeung et al. 2004; Badre 2008; Wiecki and Frank 2013).

Before reporting the experimental results, we highlight one important methodological aspect of the study reported here. This aspect concerns the statistical approach for analyzing the electrophysiological data. The standard approach in the EEG literature relies on experimental designs where amplitudes are averaged across participants or items. However, there are problems associated with such an approach. Most importantly, by averaging across items, one ignores item variance, and by averaging across participants, one ignores participant variance. Ignoring these sources of variance leads to an increased probability of type I errors (e.g., Bagiella et al. 2000; Baayen et al. 2008). In order to avoid this increase in type I errors, we relied on so-called mixed-effect models, where the random variance associated with participants and items is estimated simultaneously. Although the use of mixed models is relatively common in the behavioral literature (e.g., Baayen et al. 2008; Barr et al. 2013), we could find only one study in the EEG literature (Amsel 2011). Here, we further introduced mixed models for the analysis of electrophysiological data.

Materials and Methods

Participants

Thirty-one native speakers of Spanish took part in the experiment. Participants were students at the Universidad de La Laguna, and received course credit or were paid 10 Euro. Five participants with excessively high numbers of rejected trials (>40%) were discarded from further analyses.

Design

Twenty-five line drawings were selected from a standardized picture database (Snodgrass and Vanderwart 1980). There were 5 semantic categories (i.e., vehicles, tools, animals, furniture, clothing), with 5 depicted instances per category. Pictures were standardized such that each picture fit within a rectangle of 300 x 300 pixels. Each picture appeared in the center of the screen as white-line drawings on a black background.

The homogeneous and heterogeneous conditions were created by arranging the picture names in a 5 x 5 matrix such that each row contained items from a homogeneous semantic category, and each column contained items from a heterogeneous category. The resulting 5 sets of homogeneous and heterogeneous items were combined into 5 blocks of homogeneous and 5 blocks of heterogeneous trials. A block consisted of a sequence of 20 trials, on which a given set of 5 homogeneous or heterogeneous items was repeated 4 times (i.e., 4 presentation cycles).

In line with other studies using this task (e.g., Damian et al. 2001), homogeneous and heterogeneous blocks did not alternate in the experiment, but were organized into groups of 5 consecutive homogeneous (A) or heterogeneous (B) blocks. The order of the homogeneous and heterogeneous groups was counterbalanced within and across participants (ABBA; BAAB). Each participant therefore named 400 trials in 10 homogeneous and 10 heterogeneous blocks.
**Procedure**

The experiment started with a familiarization phase in which participants were presented with a booklet containing all the pictures and their corresponding names. Participants were instructed to carefully study the pictures and their names. Next, they practiced the naming task by producing the name of each of the 25 pictures in the experiment once. On each trial, a fixation cross appeared for 700 ms, followed by the presentation of the target picture for 500 ms, or until the voice-key triggered. The next trial started after the presentation of a blank screen for 1200 ms. After this practice session, the actual experiment started with a trial structure that was identical to that used in the practice session.

**Electrophysiological Recordings**

The continuous EEG signal was recorded with 27 Ag/AgCl electrodes embedded in an elastic cap using EasyCap (http://www.easycap.de). On-line recordings were referenced to the left mastoid. The signal was amplified (BrainAmp amplifiers) and digitized at a sampling rate of 250 Hz, with a 0.01- to 100-Hz band-pass filter. The horizontal electro-oculogram (EOG) was measured by placing 2 electrodes at the outer canthi, and the vertical EOG was measured with two electrodes placed above and below the left eye. Electrode impedance was kept below 5 kΩ for all electrodes.

After acquisition, the data were offline re-referenced using the average of the left and right mastoids. In the next step, the data were high-pass filtered at 0.15 Hz. Next, we extracted independent components using the independent component analysis (ICA) function of EEGLAB (Delorme and Makeig 2004). The ICA analysis was performed on EEG data from which stretches of EEG that were unrelated to the experiment (e.g., recorded EEG prior to the start of the experiment, pauses) had been removed. This ensured optimal detection of the ICA components. For each participant, at maximum 2 independent components, identified as vertical or horizontal eye movements, were subtracted from the EEG signal.

The EEG signal was then segmented into epochs of 1100 ms, starting 100 ms before the onset of the picture and ending 1000 ms after the onset of the picture. Each epoch was low-pass filtered at 30 Hz. No baseline correction was performed. This is because in the experimental design used in the current study, the experimental condition was known prior to the picture stimulus onset and, hence, subtracting a prestimulus baseline may reduce signal detection. In addition, given that the statistical analyses reported below relied on mixed-effect methods, the EEG signal was not averaged across participants or items. Instead, all epochs from all participants and all items were considered for further analysis.

**Electrophysiological Analysis**

Artifact removal was performed at the level of individual epochs, and at the level of individual amplitudes. First, individual epochs were removed from the analyses if they contained an amplitude outside the interval [−100, 100] µV, or if they contained a voltage fluctuation that exceeded 100 µV within a 200-ms window that moved through the epoch in 100 ms steps (10.6% of all amplitudes). In addition, epochs were removed for which the participant did not produce the correct target stimulus, or for which the target naming latency was <300 ms or was >1500 ms (2.5% of all amplitudes). Finally, individual amplitudes within an epoch that were > or < 3 standard deviations plus or minus a participant’s mean amplitude were considered outliers and also excluded from further analysis (0.4% of all amplitudes). Of a total number of 77,220,000 amplitudes (i.e., 26 subjects × 400 trials × 275 time-points × 27 electrodes), the total number of amplitudes included in the analyses was 67,064,652 (86.8%). (Note the 275 time-points reflects the length of the epoch divided by the sampling rate [i.e., \( \frac{1100 \text{ ms}}{250 \text{ Hz}} = 275 \text{ ms} \).)]

These amplitudes were analyzed in 2 subsequent stages. The primary function of the first stage of the analysis was to identify the precise temporal boundaries of the early and late time windows discussed in the Introduction of the article. This first stage is common (and often necessary) in EEG studies where the temporal boundaries of time windows are often influenced by idiosyncratic factors, which prevent a quantitative definition of such windows in an a priori fashion. A common method is to visually inspect the grand average waveforms of a single representative electrode, which then allows for the precise temporal boundaries of expected time windows to be determined for further targeted analyses. Here, we replaced this visual inspection method with a more informative, statistical method which we have termed an all-time-points analysis. (Note that this test is also suitable for the analysis of EEG data when no a-priori information about the temporal window of an effect is available [see Lage-Castellanos et al. 2010, for discussion].)

In the all-time-points analysis, the degree to which semantic context predicted amplitude was computed at every time-point, and for every electrode across the 1100 ms range. The degree to which amplitudes were predicted by the semantic context variable were estimated using mixed-effect modeling. As we explained above, mixed-effect models allow for the analysis of EEG data that is not averaged across participants or items, and is specified at the single-trial level. Our statistical model included the fixed-effect predictor semantic context, and included by-participant and by-item random intercepts. In addition, we included a control predictor trial. This predictor was assumed to contribute to the longitudinal variation in each participant’s amplitude along the course of the experiment. However, as the focus in this study is on the effect of semantic context, the effect of trial is not further discussed. In order to rule out problems with multicollinearity, all fixed-effect predictors were centered on their sample means. We computed this all-time-points analysis separately for each individual cycle.

The effects of semantic context in these mixed-effect analyses are expressed using t-tests. We report the sign-preserving P-values of these tests, where positive P-values indicate that the heterogeneous condition is more negative than the homogeneous condition, and negative P-values indicate the opposite situation. The P-values were computed directly from the observed t-value, using as degrees of freedom the number of data points minus the number of fixed-effect predictors in the model. We repeated this procedure for all 27 electrodes. To protect against problems associated with multiple comparisons, we considered significant only those P-values that were <0.05 and extended consecutively over at least 48 ms (Guthrie and Buchwald 1991). As we mentioned above, the primary function of the all-time-points analysis was to determine the precise temporal boundaries of the early and late time windows identified on the basis of previous studies discussed in the Introduction of the article. In other words, the results obtained in the first stage of the analysis were not used for hypothesis testing, which was done in the second stage of the analysis.

The second stage of the analysis was a targeted statistical test for which inferences were warranted (i.e., a region of interest analysis). In this stage, we computed the effect of semantic context for the early and late time windows that were discussed in the Introduction section, and whose precise temporal boundaries were identified by the all-time-points test. The analyses also relied on the mixed-effect regression technique. However, instead of computing t-tests in these 2 time windows at every time-point, statistical effects were estimated from the amplitudes averaged across time-points in the 2 time windows. Thus, for every participant, electrode, and trial, we averaged across all time-points in each time window to obtain a single average amplitude for that time window. Note that this averaging procedure preserves the availability of the EEG data at the single-trial level because averaging took place across time-points within a trial, and no averaging across participants or items was performed. Also note that averaging across time-points drastically reduces the number of statistical tests that are performed, thereby reducing the problem of multiple comparisons.

In the analyses of the first and second windows, we examined how the semantic context effect depended on electrode location. To this end, we included a factor anteriority with 2 levels: anterior (F7, F3, F4, F8, FC5, FC1, FC2, FC6, Fp1, Fp2, Fz) versus posterior (P7, P3, P4, P8, CP5, CP1, CP2, C6, O1, O2, Pz). The statistical model considered in the analyses included the fixed-effect predictors semantic context, anteriority, and their interaction, as well as the control predictor trial. As before, predictors were centered to reduce issues with collinearity. The random-effect structure included by-participant and by-item random intercepts and by-participant random slopes for all fixed-effect predictors. We did not include a parameter for the correlation between...
random intercepts and slopes. The method for computing P-values relied on a technique called likelihood ratio testing, where the goodness of fit of a model containing a given fixed-effect predictor is compared with a model without the predictor but that is otherwise identical in random-effect structure (e.g., Barr et al. 2013). This likelihood ratio test follows a $\chi^2$ distribution, from which $P$-values can be obtained. This method of obtaining $P$-values differs from that used in the all-time-points analysis. The likelihood ratio method is computationally intensive, and would have been problematic for the all-time-points analysis. As before, we computed these tests separately for each individual cycle.

**Results**

**Behavioral Data**

The reaction times were analyzed using a mixed-effect model structure that was comparable with that used in the analysis of the EEG data. We removed from the analyses all trials on which participants produced an incorrect name for the picture (2.3%), as well as trials on which the target naming latency was $<300$ ms or was $>1500$ ms (0.1%). Of a total of 10,400 reaction times (i.e., 26 subjects $\times$ 400 trials), the total number of reaction times included in the analyses was 10,143 (97.5%).

The statistical model included fixed-effect predictors for trial and semantic context, and included by-participant and by-item random intercepts, as well as by-participant random slopes for the fixed-effect predictors. All fixed-effect predictors were centered to reduce potential problems with collinearity. As the focus in the current study is on the effect of semantic context, the effect of trial is not further discussed. $P$-values were obtained using likelihood ratio testing described above. We computed the effect of semantic context on reaction times separately for each presentation cycle.

The results confirmed those previously observed (Abdel Rahman et al. 2007; Navarrete et al. 2012). Specifically, on the first presentation cycle, participants named pictures in the homogeneous sets “faster” than pictures in the heterogeneous sets. In contrast, on the second, third, and fourth cycles, they named pictures in the homogeneous sets “slower” than pictures in the heterogeneous sets. (See Table 1 for details of the statistics, and Fig. 1 for a graphical presentation of the reaction time effects.)

**Electrophysiological Data**

Visual inspection of the results from the all-time-points analysis revealed the presence of the exact temporal boundaries of the early and late time windows discussed in the Introduction section (see Fig. 2). In an early time window between $\sim250$ and $400$ ms, positive $P$-values were found, suggesting that the heterogeneous condition was more negative than the homogeneous condition. In a later window between $\sim500$ and $750$ ms, negative $P$-values were found, suggesting that the homogeneous condition was more negative than the heterogeneous condition. These early and late effects appeared to depend on the cycle. Whereas the early effect seemed to be present only on cycles 1, 2, and 3, the later effect appeared on cycles 2, 3, and 4. Figure 3 presents the time course of the homogeneous and heterogeneous conditions for representative electrode Fz for each cycle, and Figure 4 presents a topographical representation of the amplitude differences between the homogeneous and heterogeneous conditions in the 2 time windows for each cycle.

These observations were confirmed with targeted mixed-effect analyses of the semantic context effect in the early and late time windows whose temporal boundaries were determined by the all-time-points analysis. In the “early time window” (250–400 ms), on the first presentation cycle, there was an effect of semantic context, where amplitudes in the heterogeneous condition were more negative than in the homogeneous condition. This effect was also marginally present on cycle 2 and was robust on cycle 3. Finally, on cycle 4, no semantic context effect was found (see Table 2 for statistics). Further exploration of the interaction between anteriority and semantic context found for cycle 3 revealed that the effect of semantic context was found primarily on anterior ($t = 2.77; P = 0.0083$), and not posterior electrodes ($t = 1.25; P = 0.2076$).

In the “late time window” (500–750 ms), on the first presentation cycle, there was no effect of semantic context. In contrast, on cycles 2, 3, and 4, there were effects of semantic context (see Table 2 for statistics). On these cycles, amplitudes in the heterogeneous condition were more positive than in the

---

**Table 1**

Overview of the behavioral results from the experiment

<table>
<thead>
<tr>
<th>Variable</th>
<th>Cycle</th>
<th>$\beta$ (standard error)</th>
<th>$t$</th>
<th>$\chi^2(1)$</th>
<th>$P$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Semantic context</td>
<td>1</td>
<td>$-17.82 (7.20)$</td>
<td>$-2.47$</td>
<td>5.68</td>
<td>0.0172</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>$20.22 (6.13)$</td>
<td>$3.30$</td>
<td>9.41</td>
<td>0.0022</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>$35.37 (5.42)$</td>
<td>$6.52$</td>
<td>25.81</td>
<td>0.0001</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>$27.77 (7.91)$</td>
<td>$3.51$</td>
<td>10.41</td>
<td>0.0013</td>
</tr>
</tbody>
</table>

Listed are the beta-coefficient and its standard error, the corresponding t-value, as well as the $\chi^2$ and $P$-value obtained from likelihood ratio tests (see text for details) for the variable semantic context as a function of presentation cycle. Note the polarity of the semantic context effect varied between cycle 1 vs. cycles 2–4.

---

**Figure 1.** The progression of the behavioral effect of semantic context. Panel A shows how the effect varies as a function of presentation cycle. Panel B shows this effect in greater detail, and displays the effect across individual trials (each presentation cycle is averaged across 5 trials). Also plotted in panel B are the $t$-values of the context effect across trials (gray line). Note how the effect is facilitatory on the first cycle, and becomes inhibitory on subsequent cycles.
homogeneous condition. Further exploration of the interaction between anteriority and semantic context found for cycle 4 revealed that the effect of semantic context was found primarily on anterior ($t = -2.19; P = 0.0324$), and not posterior electrodes ($t = -1.29; P = 0.1967$). Figure 5 presents a graphical representation of the mean amplitude differences between the homogeneous and heterogeneous conditions across the four presentation cycles in the early and late time windows.

Discussion

In the current study, we tracked the time course of competition during word production. Participants named small sets of pictures in semantically homogeneous and heterogeneous contexts on 4 consecutive presentation cycles. On the first cycle, we found faster latencies in the homogeneous than in the heterogeneous sets (Abdel Rahman et al. 2007; Navarrete et al. 2012). On subsequent cycles, there were inhibitory effects of semantic context in the naming latencies, suggesting the presence of competition (Belke et al. 2005; Damian and Als 2005). The electrophysiological data revealed a semantic context effect in 2 time windows that further depended on the presentation cycle. Specifically, there was an early effect that appeared between 250 and 400 ms and was present on cycles 1–3. In addition, there was a late frontally distributed component that appeared between 500 and 750 ms and was present on cycles 2–4.

In the early window (250–400 ms), the polarity, scalp distribution and latency of the semantic effect are in line with those commonly observed in electrophysiological studies of semantic effects with pictorial stimuli (e.g., Ganis et al. 1996; Janssen et al. 2011). These N400 effects are commonly interpreted in terms of the processing of semantic information (e.g., Frenzel et al. 2011; Kutas and Federmeier 2011). One possible interpretation of this early effect would be in terms of the integration of semantic information (Lau et al. 2008). In this case, this early effect could reflect the differences in the ability of the system to integrate semantic information in the homogeneous and heterogeneous contexts. Alternatively, this early component could reflect the retrieval of semantic information from memory (Kutas and Federmeier 2011). This latter interpretation would be in line with other electrophysiological studies that have found that memory access during word production starts around 200 ms poststimulus onset (Costa et al. 2009; Strijkers et al. 2010; Blackford et al. 2012).

The critical finding reported here concerns the effect of semantic context in the late time window (500–750 ms). This late electrophysiological effect of semantic context was strongly correlated with the competition effect observed in the behavioral data. Specifically, the late electrophysiological effect was absent on cycle 1, and was present across cycles 2, 3, and 4, exactly like the competition effect in the naming latencies. In addition, the shift in polarity of the electrophysiological effect
paralleled that of the naming latencies: The effect of semantic context in the naming latencies was facilitatory on cycle 1 and inhibitory on cycles 2–4. Similarly, whereas the heterogeneous condition was more negative than the homogeneous condition on cycle 1 (in the early time window), this polarity of the semantic effect reversed on cycles 2–4 (in the late time window). The tight correlation between the late electrophysiological component and the behavioral effect permits the identification of this late component with processing related to competition.

**Figure 3.** Average amplitudes of the heterogeneous and homogeneous conditions as a function of time and presentation cycle for electrode Fz. Note how the polarity of the semantic effect varies as a function of both time and cycle: Heterogeneous is more negative than homogeneous at an early time window, whereas heterogeneous is more positive than homogeneous at a later time window on cycles 2–4.

**Figure 4.** Topographic presentation of the amplitude differences between the homogeneous and the heterogeneous condition as a function of electrode location and presentation cycle. Note that, for window 1 (top row), there are mainly positive differences, whereas in window 2 (bottom row), there are mainly negative differences on cycles 2–4. Interpolation of the difference amplitudes based on thin plate splines [Perrin et al. 1987].
The presence of this late component is inconsistent with a class of models that associates the resolution of competition with the retrieval of words from memory (Roelofs 1992; Abdel Rahman et al. 2009; Oppenheim et al. 2010). Such models assume that the inhibitory effects of semantic context in the language production (Snyder et al. 2010). This model assumes that the left ventro-lateral prefrontal cortex instantiates a mechanism of lateral inhibition which is used to resolve competition with the retrieval of words from memory. Accordingly, the current results are at odds with models that associate the resolution of competition with the retrieval of words from memory. Instead, the current results find a ready explanation in models of word production formulated within the context of cognitive control (e.g., Thompson-Schill et al. 1997; Wagner et al. 2001; Schnur et al. 2006; Snyder et al. 2010). These models have associated the resolution of competition with frontal lobe structures that play a role in word production after the retrieval of words from memory. These models therefore predict that competition resolution should be associated with a late component, which is precisely the pattern of results observed here.

What is the exact interpretation of this late component associated with competition? One possibility is that this late component reflects the detection of conflict during word production. This interpretation would be consistent with a number of studies in the language and cognitive control literatures that have found a late component associated with error detection (e.g., Botvinick et al. 2001; Kolk et al. 2003; Yeung et al. 2004; Ganushchak and Schiller 2008; Riès et al. 2011). The neural structure that is frequently associated with this late component is the anterior cingulate cortex (Botvinick et al. 2001). Within the context of our experiment, this late component could index the degree to which competition and associated performance problems arise during the retrieval of words from memory. Specifically, on cycle 1, when competition is weak and few word retrieval errors occur, no activity in the anterior cingulate cortex is expected, leading to no observed late component. In contrast, on cycles 2–4, when competition is strong and performance deteriorates, strong activity in the anterior cingulate cortex is expected, thereby explaining the appearance of the late component on these cycles. Thus, in this interpretation, the late component is thought to reflect a detection mechanism that is sensitive to the quality of performance in other neural areas.

Another possible interpretation of the late component is in terms of the selection of competing representations in frontal lobe structures (e.g., Thompson-Schill et al. 1997, 1998; Schnur et al. 2009; Snyder et al. 2010). One recent model has proposed that the left ventro-lateral prefrontal cortex is involved in resolving competition between words during language production (Snyder et al. 2010). This model assumes that the left ventro-lateral prefrontal cortex instantiates a mechanism of lateral inhibition which is used to resolve competition between words. The late component observed in the current experiment may index the activity of this mechanism of lateral inhibition. This framework also provides an explanation of the modulation of the late component by the presentation cycles observed here. Specifically, on cycle 1, no competition is present, meaning little lateral inhibition is required, leading to no activity in the left prefrontal cortex, and consequently, no
observed late component. In contrast, on cycles 2–4, competition is present, meaning that lateral inhibition is required, leading to activity in the left prefrontal cortex, and the observation of a late component. Thus, in this interpretation, the late component is assumed to reflect processes related to the selection of words. (Note that these 2 interpretations of the late component are not mutually exclusive. It may well be the case that the late component reflects the activity of a detection and a selection mechanism.)

One aspect of the data presented here can be used to distinguish between a detection and selection interpretation of the late component. Specifically, the detection and selection interpretations differ with respect to the role of the late component in determining the pattern of naming latencies in the semantic blocking task. If the late component reflects detection, the neural processes underlying this component play no causal role in determining naming latencies (i.e., they only reflect “detection” of competition). Accordingly, the facilitatory and inhibitory effects of semantic context observed in the naming latencies must be determined by the neural processes underlying the early component. This predicts that there should be a correlation between the electrophysiological effect of semantic context observed in the early time window and the reaction time effect. However, this correlation is not present: Whereas the reaction time effect changes polarity from facilitatory to inhibitory across presentation cycles, the electrophysiological effect in the early time window decreases across cycles and does not change polarity (see Fig. 5). Thus, a detection interpretation of the late component seems unlikely.

Alternatively, if the late component reflects selection processes, the neural processes underlying this component can directly influence naming latencies. In this scenario, the neural processes underlying the late component are responsible for the inhibitory effect in the naming latencies. Accordingly, the neural processes underlying the early component would be responsible for the facilitatory effect. This scenario fits well with the observed data: when the facilitatory effect is observed on presentation cycle 1, the early component is largest and the late component is absent. On the later presentation cycles where inhibitory effects are found, the early component is small in magnitude and the late component predominates (see Fig. 5). Thus, the overall correlation between the effects of semantic context across presentation cycles in the naming latencies and the electrophysiological effect of semantic context in the early and late time windows favors an interpretation of the late component in terms of selection processes.

In addition, the selection interpretation of the late component receives support from studies in the behavioral literature. These studies have used the picture-word interference paradigm to examine word production processes under conditions when producing a response no longer requires memory retrieval. For example, Janssen et al. (2008) and Dhooge and Hartsuiker (2011) have shown that specific properties of a prime word (i.e., semantic relationship with target, lexical frequency) can influence a naming response, even when that naming response no longer directly relies on memory retrieval. (The status of results obtained with this delayed naming version of the picture-word interference task is frequently debated (see, e.g., Spalek et al. 2013). Often not considered in this debate are the data of Spalek and Thompson-Schill (2008), who reported an fMRI study on semantic inference effects using a delayed naming task that resembles that of Janssen et al. (2008). In line with the observations of}
To conclude, the current results reveal that the resolution of competition during word production is associated with a late component that arises around 500- to 750-ms poststimulus onset. Given that the average naming latency in the experiment was about 650 ms, this late component reflects processes that arise after the retrieval of words from memory. These data present a challenge to a class of models that associate the inhibitory effects of semantic context with the resolution of competition during the retrieval of words from memory. In contrast, these data are supported by models formulated within the context of cognitive control, which assume that late acting frontal lobe structures play a crucial role in competition resolution. Within the cognitive control framework, the late component may reflect the detection of conflict among competing representations in temporal regions by the anterior cingulate cortex, and/or the selection of competing representations via a winner-take-all mechanism present in the left inferior frontal gyrus. Future studies that can reveal the dynamics of localized activities in the temporal and frontal lobe regions are necessary to further clarify these possible interpretations of the late component.

**Funding**

This work was supported by the Spanish Ministry of Economy and Competitiveness (RYC-2011-08433 to N.J.; PSI2010-19767 to H.A.B.).

**Notes**

Conflict of Interest: None declared.

**References**


Wiecki TV, Frank MJ. 2013. A computational model of inhibitory control in frontal cortex and basal ganglia. Psychol Rev. 120(2):329.